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a b s t r a c t

This paper is concerned with the development and validation of a simple Lagrangian model for particle
agglomeration in a turbulent flow involving the collision of particles in a sequence of correlated straining
and vortical structures which simulate the Kolmogorov small scales of motion of the turbulence respon-
sible for particle pair dispersion and collision. In this particular study we consider the collision rate of
monodisperse spherical particles in a symmetric (pure) straining flow which is randomly rotated to cre-
ate an isotropic flow. The model is similar to the classical model of Saffman and Turner (S&T) (1956) for
the collision (agglomeration) of tracer particles suspended in a turbulent flow. However unlike S&T, the
straining flow is not frozen in time persisting only for timescales �Kolmogorov timescale. Furthermore,
we consider the collision of inertial particles as well as tracer particles, and study their behavior not only
at the collision boundary but also in its vicinity. In the simulation, particles are injected continuously at
the boundaries of the straining flow, the size of the straining region being typical of the Kolmogorov
length scale gK of the turbulence. For steady state conditions, we calculate the flux of particles colliding
with a test particle at the centre of the straining flow and consider its dependence on the inertia of the
colliding particles (characterized by the particle Stokes number, St). The model replicates the segregation
and accumulation observed in DNS and in particular the maximum segregation for St � 1 (where St is the
ratio of the particle response time to the Kolmogorov timescale). We also calculate the contributions of
the various turbulent forces in the momentum balance equation for satellite particles and show for
instance that for small Stokes number, there is a balance between turbulent diffusion and turbophoresis
(gradient of kinetic stresses) which in turn is responsible for the build-up of concentration at the collision
boundary. As found in previous studies, for the case of inertialess tracer particles, the collision rate turns
out to be significantly smaller than the S&T prediction due to a lowering of the concentration at the col-
lision boundary compared to the fully mixed value. The increase in collision rate for St � 0.5 is shown to
be a combination of particle segregation (build-up of concentration near the collision boundary) and the
decorrelation of the relative velocity between the local fluid and a colliding particle. The difference from
the S&T value for the agglomeration kernel is shown to be a consequence of the choice of perfectly
absorbing boundary conditions at collision and the influence of the time scale of the turbulence (eddy
lifetime). We draw the analogy between turbulent agglomeration and particle deposition in a fully devel-
oped turbulent boundary layer.

� 2009 Elsevier Ltd. All rights reserved.
1. Introduction within the reactor containment with a consequent reduction in
The agglomeration of small particles suspended in a turbulent
flow plays an important role in many environmental and industrial
processes from mixing and combustion to droplet coalescence and
precipitation in clouds (Shaw et al., 1998; Pinsky and Khain, 2000;
Vaillancourt and Yau, 2000; Falkovich et al., 2002; Wang and Ayala,
2005). Our particular interest is motivated by the important role
agglomeration can play in reducing the emission of radioactive
aerosol in a severe nuclear accident since agglomeration reduces
the timescale for aerosol deposition due to gravitational settling
ll rights reserved.

x: +44 191 222 8600.
the release to the environment.
The particular study we present here is in fact part of a long

term program of research concerned with both agglomeration
and de-agglomeration (breakup), since turbulent structures in
the flow have the potential to breakup agglomerates as well as in-
crease the agglomerate collision rate. Both these features have
been measured in the ARTIST experiment which simulates the ini-
tial phase of release of nuclear aerosols from a Steam Generator
Tube Rupture in the secondary circuit of a PWR (Güntay and Suc-
kow, 2004). Current models in severe accident codes only account
for aerosol agglomeration (not breakup) and are based on the clas-
sical Saffman and Turner (1956) (S&T) model which among other
things assumes that particles are inertialess (i.e. follow the small
scale structures of the flow that are responsible for agglomeration)

http://dx.doi.org/10.1016/j.ijmultiphaseflow.2009.05.005
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and that no breakup occurs once an agglomerate is formed. In most
cases, neither is the case, so there is a need to develop a simple
model that is appropriate for both agglomeration and breakup
which accounts for the influence of particle inertia. From a practi-
cal point of view such a model should also be readily incorporated
into a nuclear safety code, be computationally fast and efficient
and therefore not rely on the DNS of turbulence for its implemen-
tation but replicate in a mechanistic way the underlying features of
agglomeration and mixing for inertial particles as revealed in many
DNS studies.

Contrary to expectation, inertial particles released into a turbu-
lent flow do not mix but segregate into the straining regions in the
flow between the regions of vorticity (Crowe et al., 1993). The scale
of the segregation is typically associated with the small scales of
the turbulence which contain the highest straining rates in the
flow, i.e. the Kolmogorov scales. The rate of segregation depends
upon the particle Stokes number defined as the particle response
time (Stokes relaxation time) compared to the typical timescale
of the flow (in this case the Kolmogorov timescale) and reaches a
maximum rate when the particle Stokes number (St) � 1. The
Stokes number here is thus a measure of particle inertia.

Particle segregation (preferential concentration) by turbulent
structures has been the subject of considerable research in the last
20 years, beginning with the work of Maxey (1987), Squires and
Eaton (1991), Fung (1993) and Wang and Maxey (1993) who iden-
tified and quantified the process and more recently with the work
of Falkovich et al. (2002), Bec (2005), Wilkinson et al. (2006) and
Ijzermans et al. (submitted for publication) who revealed and
quantified its multi fractal and intermittent nature (associated
with the compressibility of the underlying particle velocity field
and the existence of singularities (caustics) in the particle concen-
tration field). In parallel with these investigations, there have been
a number of seminal studies (Sundaram and Collins, 1997; Reade
and Collins, 2000; Brunk et al., 1998; Chun et al., 2005; Wang
et al., 1998a,b, 2005). Zaichik and Alipchenkov (2003), Zaichik
and Simonin (2006) who through a combination of DNS, kinematic
simulation and modeling have investigated in detail how the seg-
regation process enhances particle collision rates. The focus has
been on two particle dispersion in isotropic turbulence and the
influence of the small scales. Of particular concern has been the
profile of the structure function hDu2(r)i, where Du is the relative
velocity between two fluid elements measured either along or nor-
mal to their line of separation and r their distance of separation.
The particle collision rate depends upon the flux of particles over
the collision boundary surrounding any given particle which in
turn depends upon the mean velocity upon impact and the local
concentration. As in turbulent boundary layer deposition (Young
and Leeming, 1997), there is a peaking of the particle concentration
near the collision boundary embodied in measurements of the so-
called radial distribution function (RDF) (Sundaram and Collins,
1997) near the collision boundary and an enhancement of impact
velocities due to particle inertia referred to as decorrelated veloci-
ties (Sundaram and Collins, 1997). In this regard it is revealing to
recall the recent work of Zaichik and Simonin (2006) who identi-
fied these velocities as the source of random uncorrelated motion
(RUM) that has been observed in DNS measurements of the parti-
cle velocity field and which forms an important part of the Simonin
two-fluid model approach (Fevrier et al., 2005).

Of particular relevance to this study are the recent works of
Zaichik and his co worker (Zaichik and Alipchenkov, 2003, 2005,
2006) and Chun et al. (2005) who both used a probabilistic ap-
proach to calculate the RDF. Zaichik in particular used a PDF ap-
proach analogous to the kinetic theory for which he and others
have used in previous studies to generate the mass, momentum
and kinetic stress equations of dispersed particles in a turbulent
flow (the so-called continuum equations for single particle disper-
sion) (see, e.g. Reeks and Simonin, 2006). Zaichik recognized that
the same kinetic equation could be used to describe the relative
dispersion and collision rate of pairs of monodisperse particles
with particle velocity (in a fixed frame of reference) replaced by
the relative velocity between particle pairs. Thus, if v is the relative
velocity measured at time t between two identical particles sepa-
rated by a distance r = [xi, i = 1, 3], the equation for the PDF P(v, r,
t) assuming Stokes drag is

@P
@t
þ v i

@P
@xi
� @

@v i
bv iP ¼

@

@v i
bhDuipi ð1Þ

where p(v, r, t) is the instantaneous phase space density for a single
realization of the carrier flow field, and Du(r, t) is the relative veloc-
ity of the fluid encountered by the two particles with inverse re-
sponse time b. Agglomeration and relative dispersion is controlled
by the small scales of the turbulence. So by exploiting local isotropy
of the small scales and assuming spherical or cylindrical symmetry,
this equation can be used to calculate the collision rate and RDF.

There are three important features of this PDF approach that are
worth noting. The first is the choice of closure for the phase space
diffusion current bhDuipi, for which Zaichik along with others have
assumed a Boussinesq gradient diffusion approximation (Reeks
and Simonin, 2006). The second is the handling of the boundary
conditions which depend on whether the collision process is par-
tially or perfectly absorbing. This places a restriction on the form
of P at the collision boundary and necessitates an explicit solution
of the PDF equation. This is in contrast to the traditional approach
based on the moment equations of the PDF where the boundary
conditions are artificially imposed or where some assumptions
on the velocity distribution at the collision boundary are made
(e.g. half Gaussian as Zaichik and Alipchenkov (2003) have done).
The third is the fundamental basis upon which the RDF is based
at equilibrium (perfect reflection at the collision boundary),
namely a force balance between the particle kinetic stresses and
the net drag due to the relative velocity of the turbulence. So with
reference to Eq. (1), equilibrium means explicitly

�r � hqvvi þ bhqDui ¼ 0 ð2Þ

where in Zaichik’s (2003) PDF approach hqDui is modeled as a gra-
dient diffusion term involving the particle–fluid diffusion coeffi-
cient. Given the problems with dealing with the boundary
conditions at the collision boundary, Zaichik’s solutions to the mo-
ment equations of the PDF equation accurately replicate the impor-
tant features of both deposition in a turbulent boundary layer and
turbulent agglomeration/segregation when compared to DNS
solutions.

In contrast, Chun et al. (2005) use a different probabilistic ap-
proach applying it to particles with small Stokes numbers, which
in essence treats the particles as passive scalars transported by
their own velocity field v(r, t) (in the case of two particle disper-
sion, it is the relative particle velocity field between particles a dis-
tance r apart). The collision flux is modeled as the sum of two parts,
namely a ‘shear’ diffusion flux qD which depends on the mean con-
centration gradient of the satellite particles surrounding a target
primary particle and a drift flux qd that depends upon the local
mean concentration of satellite particles and the compressibility
of the relative particle velocity field. Explicitly for small Stokes
numbers, where the concentration gradient is a small perturbation
on the uniform concentration for passive tracers,

qD
i ¼ �Dij

@hqi
@rj

; Dij ¼
Z t

�1
hv iðr; tÞv jðr0; t0Þidt0 ð3Þ

where r0 is the position of a particle at time t0 which arrives at r at
time t and Dij is the dispersion coefficient for relative dispersion;
and



Fig. 1. Location of collision boundary (circle of radius rc) of two colliding particles at
the centre of a symmetric straining flow together with injection circle (radius R) of
satellite particles. jr is the radial current of injected particles at r = R towards the
collision boundary.
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qd
i ¼ �

Z t

�1
hvðr; tÞrr0 � vðr; tjr0Þidt0hqðr; tÞi ð4Þ

which explicitly involves the divergencerr0 � vðr; tjr0Þ of the relative
particle velocity field along a particle trajectory r0(t0) which arrives
at r at time t. We note that the form for the drift flux is the same
as the form proposed by Maxey (1987) for the enhancement of drift
due to gravity and the form derived by Reeks (2005a) for particle
dispersion in an inhomogeneous compressible flow field. In contrast
to Eq. (4), the RDF is based on a balance of mass fluxes, namely

qd þ qD ¼ 0 ð5Þ

With the particle velocity field derived from a perturbation expan-
sion in St obtained from the equation of motion of particle pairs
transported in a linear carrier flow field.

Expressions for this term show that to first order in St, r�v(r,
t) � St(hS2i � hR2i), where we recall S is the local symmetric strain
rate tensor and R the local rotation tensor. In isotropic homoge-
neous flow, hS2i = hR2i for a fluid element, indicating that to first or-
der in St, qd = 0, necessitating a higher order expansion O(St) for the
difference hS2i � hR2i along a particle trajectory.

It is important to recognize that whilst the two approaches
eventually lead to the same form for the dependence of RDF upon
St (for St� 1) in 3D isotropic turbulence, namely r�aSt2

, the values
of the constant a in either case though similar are different reflect-
ing the difference in the way RDF has been derived and the approx-
imations that have been made. In the first case Chun et al. (2005)
compressibility plays an explicit role in determining the drift flux,
in the second case (Zaichik and Alipchenkov, 2003) it appears only
implicitly through its influence on the values of the kinetic stresses
being weighted towards regions of high strain rate in the flow.
However, in the sense that both approaches involve the particle
equation of motion, they should give the same result for St� 1
providing the same model for the underlying turbulence is used.

Bearing in mind this difference in approach, the work we pres-
ent here has several things in mind. The first as we have said earlier
is to provide a simple model for turbulent agglomeration (and also
breakup). With the aid of this model, the second is to examine in
more detail the validity of some of the assumptions that are made
in the application of more complex approaches, e.g. in the applica-
tion of DNS itself and in the probabilistic approaches. There are for
instance certain assumptions that are made in the application of
the classical Saffman and Turner model which we can critically as-
sess with the use of simple models, in particular the fully mixed
assumption and the fact that the flow field is assumed to be frozen.
Collisions rates with perfect absorption can be significantly differ-
ent from those with perfect reflection. The role of the persistence
or finite life-time of turbulent structures can make particle colli-
sion rates very much rate-limited by diffusion as is the case of par-
ticle transport in a turbulent boundary layer.

We are mindful of the fact that a number of these features have
been examined in detail in previous studies involving DNS and KS
models that are similar to the one used here. Wang and his co
workers (Wang et al., 1998a,b) have examined the validity of the
S&T model for the collision rate of tracer (inertialess) particles
focusing on the difference between perfect reflection on collision
(particles not removed from the flow after collision) and those
where particle pairs adhere after collision (particles removed from
the flow after collision). Brunk et al. (1998) examined intensively
the response of the agglomeration rate to changes in the correla-
tion time of the velocity gradients in the flow for inertialess parti-
cles. We shall have recourse to refer to the results of both these
investigations in the course of this study. What we have done here
that is different to previous studies is to examine all of these fea-
tures together. The simplicity of the model gives a greater scope
to isolate and control the various parameters in an independent
way than would be in using DNS. However, perhaps the most
important feature of the work we report here is the way we have
analyzed and described the steady state collision flux as arising
from a balance of net forces acting on the satellite particles due
to surface forces derived from the kinetic stresses, and the net drag
force due to the turbulence.

Therefore in what follows, Section 2 recalls the theoretical
expressions for the collision kernels in the limit of inertialess par-
ticles (S&T model) in the context of the present case which for rea-
sons we explain later is chosen to be 2D to begin with.

Section 3 gives the details of the random symmetric straining
model and Section 4 gives the continuum (mass and momentum)
equations for the dispersed particles relative to the test particle
and shows how they can be expressed alternatively as gradient dif-
fusion versus drift as has been done before in the context of turbu-
lent deposition (Reeks, 2005a). We show how this approach leads
to the quasi-local homogeneous (QLH) solution for the collision
kernel.

The results of simulation are presented and discussed in Section
5. In particular we examine and discuss the following issues:

1. The dependence of the collision kernel on Stokes number, con-
sidering the behavior in the limit of tracer particles (St ? 0).

2. The correction to the S&T result for tracer particles due to a
change of boundary conditions from perfectly reflecting to per-
fectly adhering.

3. Identification of the important features that influence turbulent
agglomeration, in particular the particle concentration and the
particle velocity distribution at the collision boundary and
how they depend on Stokes number.

4. How the agglomeration rates can be explained by a competition
between diffusive and convective currents.

5. The range of Stokes for the validity of the quasi-local homoge-
neous form of the collision kernel.
2. Collision kernel for inertialess particles (St = 0)

As mentioned in the introduction, S&T determined the collision
kernel for inertialess tracer particles of size much smaller than the
Kolmogorov length scale. For the case of colliding spherical parti-
cles, the flux of tracer particles through the surface of the collision
boundary of radius rc is assumed to be contained in the flux of fresh
carrier flow entering the collision boundary jr

+ (cf. Fig. 1), where jþr
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is the carrier flow volume flux arriving at the surface (per unit area)
with + denoting carrier flow moving towards the surface. So if p(v,
rc) is the carrier flow phase space density (PDF) for carrier flow
velocity v at rc, then

jþr ¼
Z

vþr pðv
!

rcÞdv ð6Þ

where vr
+ is the carrier flow velocity along the radius of the collision

boundary pointing towards its surface. S&T assume that the collid-
ing tracer particles have the same velocity distribution as the carrier
flow so that the number of particles traveling towards and away
from the collision boundary are equal, and in particular p(vr,
rc) = p(�vr, rc). This leads to the result jþr ¼ 1

2 nchjv r ji, where jþr is
the particle flux (number of colliding particles/unit area/s) moving
towards the collision boundary upon collision, nc is the number
density of tracer particles at the collision boundary, and h|vr|i is
the average of the absolute value of the tracer particle (carrier flow)
radial velocities (for both +ve and �ve radial velocities) at the col-
lision boundary. The factor of 1/2 arises simply because 1/2 the par-
ticles are moving towards the collision as are moving away (i.e. this
corresponds to a perfectly reflecting boundary condition). For tracer
particles in a fully mixed flow where the particles are fully mixed
even up to the collision boundary, nc = n1 where n1 is the concen-
tration of particles at a distance r� rc, where the particles are as-
sumed to be in steady state equilibrium.

The carrier flow field relative to the test particle is assumed to
be isotropic and normally distributed with variance r2(r).

In S&T’s work, the mean absolute radial fluid velocity h|vr|i was
based on a Gaussian distribution of flow velocities and given
explicitly by

hjv r ji ¼
1ffiffiffiffiffiffiffiffiffiffi

2pr
p

Z 1

�1
e

v2
r

2r2 jv r jdv r ¼
ffiffiffiffi
2
p

r
rðrÞ ð7Þ

The collision kernel is defined as
C ¼ target area� jþr ðrcÞ=n1 and therefore given explicitly in

S&T by

C ¼ 2pr2
c hjv rji ¼ 2pr2

c

ffiffiffiffiffiffiffiffiffi
2=p

p
rðrcÞ ð8Þ

with

rðrÞ ¼ @u
@x

� �2
* +1=2

r ð9Þ

and

@u
@x

� �2
* +

¼ 2e
15v ð10Þ

In the present case, a 2D geometry is considered so that the target
area is that of a cylinder of radius rc and therefore Eq. (8) becomes

C ¼ prchjwr ji ¼
4pe
15v

� �1=2

r2
c ð11Þ

As noted previously (Wang et al., 1998a,b) S&T obtained this
expression for a uniform time independent carrier flow field (i.e. a
frozen field).

3. Random symmetric strain model

3.1. Choice of structure for small scale turbulence

We chose the basic structure of a symmetric straining flow to
study collisions for historic reasons and for the role it plays in the
S&T model for turbulent agglomeration of tracer particles. In using
this to represent the motion of the small scales structure, we must
take account of the fact that the random flow be isotropic and sat-
isfy the requirement for homogeneity of the turbulent velocity gra-
dient (e.g. Pope, 2000). This means in general that the flow must
have equal amounts of straining and rotation. More explicitly if S
and R are the strain rate and rotation tensors, hS2i � hR2i = 0, where
S2 = S:S, implying that one cannot in general construct a homoge-
neous flow field from a straining flow field alone. However, we note
that this requirement for homogeneity is based on the basic
requirement that o/oxihujoui/xii = 0 and the assumptions that the
flow is incompressible and that o/oxi and h i commute. In the case
of a 2D straining flow composed of step changes in the strain rate
as is the case we consider here, the commutation rule does not ap-
ply. However, the basic condition for homogeneity is still satisfied.
In fact we have confirmed this by constructing a random periodic
flow field composed of a sequence of symmetric straining flows
back to back and displacing the flow pattern randomly over its peri-
odic length whilst randomly rotating its principal axes (Reeks,
2005a). In 2D for equal amounts of strain and vorticity, the relation-
ship between the variance of the tangential (h) and radial (r) com-
ponents should be hu2

hi ¼ 3hu2
r i whereas for straining only

hu2
hi ¼ hu2

r i. We can overcome the problem of the deficit of rotation,
by adding to the straining flow a rigid body rotation which would
add to the value of the variance of the tangential component with-
out affecting the corresponding value of the radial component.
However, we have not done so here, leaving the influence of adding
vorticity to the flow as a separate study since this can be done in a
number of ways depending on the correlation between the two
types of structures (e.g. as free and statistically independent vorti-
ces and straining flows or bound up in pairs of counter rotating vor-
tices, etc.). We believe that the use of a simple straining flow field is
the most representative structure for considering the segregation
for St � 1 where the agglomeration rate is likely to be greatest, be-
cause under these circumstances the particles motion will be biased
towards regions of high strain rate rather than vorticity. A pure
straining flow is also useful in that it highlights the difference be-
tween the two probabilistic methods that have been used to model
the radial distribution function (RDF).

It is true that as a starting point, it would have been better to
have dealt with a 3D isotropic flow rather than a 2D. Unfortunately
whilst we have been able to construct such a flow field in 3D by
suitable rotations about the principal axes of the straining flow ele-
ment, we have been unable to construct from it a flow field that is
homogeneous as well. So in the end we focused on the simpler 2D
or cylindrical geometry.

3.2. Generating a 2D isotropic straining flow

Isotropic turbulent flow relative to moving test particle is gener-
ated by randomization of a symmetric straining flow (see Fig. 2).
This flow persists for an eddy life time T selected from an exponen-
tial distribution with a decay time constant equal to h _ci�1=2 . A new
2D flow field is then generated with a new value of T and a new va-
lue of the strain rate _c selected from a Gaussian distribution of var-
iance h _c2i and at the same time the principal axes of the flow are
rotated by an angle h selected from a uniform distribution [0, 2p]
(cf. Fig. 2). The process will generate an isotropic Gaussian straining
flow field whose moments depend only on the radial distance from
the origin of the straining flow. In particular the RMS velocities in
the radial (longitudinal) and polar (lateral) directions are in 2D:

hv2
r i ¼ hv2

h i ¼
1
2
h _c2r2i ð12Þ

where r and h refer to the radial and polar directions, respectively.
The particle equations of motion refer to the principal axes of

the straining flow (which rotate depending on the angle h) and
have a simple analytic solution, which is used to construct a final
solution in a fixed frame of reference of the particle test located



Fig. 2. Rotation of the straining flow by an angle h.
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at the centre of the control volume. This avoids the use of numer-
ical methods and therefore speeds up the simulation. In the parti-
cle test frame of reference, the particle velocity will therefore
represent the relative velocity between two particles (and in par-
ticular two colliding particles).

Within the gas–solid flow approximation, the equation of rela-
tive motion of the particles having the some response time reduces
to:

€xj þ s�1
p

_xj � s�1
p

_cjxj ¼ 0; j;1;2 ð13Þ

where _c1 ¼ _c; _c2 ¼ � _c, and sp is the particle response time.
In this paper only collisions between small monodisperse parti-

cles are considered in isotropic turbulence. As in S&T, the size of
the particles is assumed to be � the Kolmogorov length scale
g ¼ ðv3=�eÞ1=4, where v and �e are the fluid kinematic viscosity and
the average rate of energy dissipation per unit mass, respectively.
For convenience in what follows we have scaled distances on the
Kolmogorov length scale gK, and times on the inverse rms strain
rate h _c2i�1=2 ¼ hð@u=@xÞ2i�1=2. So in terms of the scaled variables,
the S&T result for the collision kernel in these ‘normalized’ units
for a cylindrical geometry is given by

C ¼
ffiffiffiffiffiffiffiffi
pr2

c

q
: ð14Þ

where the collision radius rc is in units of g.
The equation of motion (13) becomes for j = 1,2:

€xj þ
1
St

_xj þ
_cj

St
_xj ¼ 0: ð15Þ

St ¼ sph _ci1=2
:

We note that in this model _c is a Gaussian random variable of
zero mean and unit variance.

3.3. Procedure

3.3.1. Particle injection
To obtain steady state equilibrium, particles are continuously

released from the edge of the circular domain with a variable time
delay between each release. The time delay is equal to g(2NPrP)�1,
where Np is the number of particles required in the domain to
achieve statistical equilibrium and rp is the particle rms velocity.
We assume that outside the circular domain, the carrier flow is
homogeneous and stationary and that particles injected into the
domain are in equilibrium with this outer flow so that the velocity
correlation coefficient between the particles and the carrier flow is

K ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ St
p : ð16Þ

as is also the ratio of particle/fluid rms velocities. To achieve this,
we generate at the same time as _c, a strain rate _cp selected from a
Gaussian distribution of zero mean and unit variance and correlated
with the fluid strain rate _c of the random symmetric straining car-
rier flow with a correlation coefficient K. In particular

_cp ¼ K _cþ ð1�KÞ1=2 _c0 ð17Þ
where _c0 is selected from the same Gaussian distribution as that of _c
but statistically independent of it. The particle injection point is
chosen randomly around the edge of the circular domain by select-
ing its angular location from a uniform distribution U[0, 2, p], the
injected particles being given a velocity

vpðxÞ ¼ ðK _cpx1;�K _cpx2Þ ð18Þ

Subsequently a second particle is injected with a velocity defined by
choosing a second value of the strain rate _cp but keeping the same
value of the strain rate of the carrier velocity field until the lifetime
of the fluid straining flow exceeds the eddy lifetime T.

3.3.2. Boundary condition
As particles approach each other to within a diameter or so they

begin to influence each other’s motion by disturbance of the inter-
vening flow. The relative motion is affected and if one particle is
smaller than the other then it can follow the streamline around
the other particle rather than collide. Thus, the actual collision fre-
quency is reduced by a factor equal to the collision efficiency. In
this study the collision efficiency is assumed to be unity and there-
fore all the collisions result in agglomeration of the particles.
Numerically this is reflected in the choice of the boundary condi-
tion at the collision boundary. The particles are tracked until they
collide. After collision they are removed from the domain and the
boundary condition is said to be perfectly absorbing.

3.3.3. Quasi steady state behavior
Particles are distributed uniformly in the domain at time t = 0

and are then injected at random initial positions at the edge, one
after the other with a constant rate proportional to the inverse of
the required number of particles in the domain following the pro-
cedure described above for their initial velocities.

Fig. 3 depicts the fluctuations of the number of particles in the
domain as a function of time and the Stokes number. The sampling
time should be long enough to count sufficient number particles
and small enough compared with the interval of time to reach stea-
dy state.

The equation for the conservation of mass/particle number is gi-
ven by:

@hqi
@t
¼ 1

r
@

@r
rjr ð19Þ

where jr ¼ hqv ri is the radial current. q(r) is defined to be the
instantaneous radial number concentration of particles at a distance
r from the centre of any individual particle (all particles being iden-
tical with one another).

At equilibrium @hqi
@t ¼ 0 and Eq. (19) reduces to

rjr ¼ C ð20Þ

where C is a constant.
Fig. 4 shows that according to Eq. (19) the steady state is

reached. Fig. 5 depicting the trend of the concentration measured
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at the collision radius as a function of the averaging time confirms
equilibrium behavior for the statistics at collision.

Once equilibrium is reached, the particle average flux and con-
centration are calculated by averaging over a large period of time
for all the particles in domain flow and the flux of colliding particles
is measured by counting the number of particles striking the colli-
sion circle. Averaging is performed when equilibrium in particle
concentration is obtained, the flow field containing a sufficiently
large number of particles to achieve statistical stationarity. Typi-
cally 105 particles are required in the domain to achieve good
statistics.

4. The mass and momentum equations

The straining flow extends to a radius R � 1. Beyond R we as-
sume particles are fully mixed, this region forming a region of
homogeneous turbulence in which the particles are in equilibrium.
In the context of S&T’s work, rc/R� 1.

The continuity equation for mass at equilibrium is given by Eq.
(20) where the constant C can be written as a function of the col-
lision kernel such as:

rjr ¼ rhqv ri ¼ C ¼ �ChqðRÞi=ð2pÞ ¼ �KRhqðRÞi ð21Þ

The particles are assumed fully mixed outside the injection circle
and therefore hq(1)i = hq(R)i.

k = mass transfer coefficient so that C ¼ 2pRK. For convenience
the concentration is scaled on hqðRÞi which is equivalent to setting
q(R) = 1 so that Eq. (21) reduces to

rjr ¼ rhqv ri ¼ C ¼ �C=ð2pÞ ¼ �kR ð22Þ

Hence, particles arrive at this target area under steady state condi-
tions so that the net concentration of particles is constant in time
corresponding to a constant net flux at any position r. Furthermore,
the net current is independent of its tangential coordinate being in
the �ve r direction. Assuming equilibrium, the averaged momen-
tum equation for the particles will be

r � hqvvi ¼ St�1ðhqui � hqi�vÞ ð23Þ

With (–) meaning density weighted average.
In terms of (r, vr, h, vh) and noting that

r � v ¼ r�1 @

@r
rv r þ

@vh

@h

� �
ð24Þ

the LHS of Eq. (23) becomes

r � hqvvi ¼ r�1 @

@r
qrv r þ

@qvh

@h

� �
ðtr r̂þ thĥÞ

� �

¼ @hqv2
r i

@r
þ hqv2

r i � hqv2
hi

r

� �
r̂� hqv rvhi

r
ĥ ð25Þ

where a polar angle h independence of all averaged quantities is as-
sumed. The last term (the average Coriolis force) is zero because the
random shear flow is isotropic. Thus, the particle momentum equa-
tion in the radial direction becomes

�1
r

dhqrv2
r i

dr
þ hqv2

h i
r
þ St�1hquri � St�1hqiv r ¼ 0 ð26Þ

1
r

dhqrv2
r i

dr is derived from the net force (per unit volume) of the radial
kinetic stresses, hqv2

h
i

r represents the centrifugal force and
St�1hquri � St�1hqiv r is the Stokes drag. The radial kinetic stress
contribution provides a direct pressure term � hqv2

r i
r which counter-

acts the centrifugal force and a radial gradient of the kinetic stres-
ses. Recognizing this feature, and for future analysis, we rewrite
the radial momentum equation in a form that shows the contribu-
tion that these forces (per unit volume) make to the radial current jr,
namely

jr ¼ hqiv r

¼ hquri þ �St
dhqv2

r i
dr

zfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflffl{gradient of kinetic stresses

þ St
hqv2

h i � hqv2
r i

r|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
net centrifugal force

0
BBB@

1
CCCA ð27Þ
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4.1. The momentum equation as a convection–diffusion equation

The momentum equation can be can be further expressed as a
convection–diffusion equation by expressing the gradient of the
radial kinetic stresses in Eq. (27) in terms of a convective force
(depending only on the particle concentration) and a diffusive
force (depending on the concentration gradient and higher order
derivatives of the concentration), thus Eq. (27) becomes

jr ¼ hqi �St
@v2

r

@r
þ St

v2
h � v2

r

r

 !" #
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

convective

þ hquri � Stv2
r
@hqi
@r

� 	
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

diffusive

ð28Þ

The first term on the RHS is a convection current and the second
term a diffusive current. The convection current arises from a drift

velocity made up of: (1) a turbophoretic drift �St @v
2
r

@r (towards the

collision boundary); (2) a net centrifugal drift St v2
h
�v2

r
r

� �
away from

the collision boundary whereas jd ¼ hquri � Stv2
r
@hqi
@r

h i
represents

the diffusive current. We suppose that hquri depends only on the
gradient of the mean particle concentration so that we can write
the diffusive current jd ¼ hquri � Stv2

r
@hqi
@r

h i
as

Jd ¼ �ep
dhqi

d~r
ð29Þ

with

ep ¼ efp þ Stv2
r ð30Þ

with efp ¼ � hqur i
ðdhqi=drÞ

efp has been referred to as the fluid particle diffusion coeffi-
cient (Simonin, 1996). In homogeneous flow, it is given by
efp ¼ hDrðr; tj0Þurðr; rÞi; Eq. (30) defining a fundamental relation-
ship between this diffusion coefficient and the particle diffusion
coefficient involving an inertial contribution Stv2

r (see the inertial
diffusion coefficient introduced by Liu and Ilori to describe iner-
tial/eddy impaction deposition (Liu and Ilori, 1974). Both contri-
butions have a Stokes number (inertial dependence) but their
sum (the particle diffusion coefficient) is explicitly Stokes number
independent. More precisely in homogeneous stationary
turbulence

Stv2
r ¼

Z 1

0
e�s=Sthuð0ÞuðsÞids;

efp ¼
Z 1

0
ð1� e�s=StÞhuð0ÞuðsÞids ð31Þ

So that

ep ¼
Z 1

0
huð0ÞuðsÞids ð32Þ

We can write this as ep ¼ hu2iTL where TL is the integral timescale
of the fluid along a particle trajectory. If we assume that the value
of ep(r) in our random symmetric shear flow is based on quasi-lo-
cal homogenous flow then in dimensionless variables, ep ¼ 1

2 TLr2,
where TL is the ratio of the timescale of the Lagrangian time-
scale/Eulerian timescale along a particle trajectory. However, it is
worth pointing out that in homogeneous turbulence ep is a con-
stant equivalent to a material property of the underlying statistics
of the particle velocity field. In general it is itself a function of
higher order concentration gradients (>1) and so a function of
the concentration profile and the boundary conditions we impose
(perfectly or partially absorbing).
4.2. Quasi-local homogeneous (QLH) solution (St� 1)

4.2.1. Description
By assuming quasi-local homogeneous equilibrium, Eq. (27)

becomes

Jr ¼ �ep
dhqi

dr
þ hqivT ð33Þ

We set TL ¼ 1 to be consistent with the simulation so that

ep ¼
1
2

r2 ð34Þ

where vT is the turbophoretic velocity arising in this instance from
the gradient of the particle kinetic stresses. The net centrifugal drift
will be zero for QLH conditions. Specifically

vT ¼ �St
dv2

r

dr
ð35Þ

where the particle mean square velocity v2
r is assumed to be isotro-

pic and for an exponential decaying fluid velocity correlation as in
the simulation it is given by

v2
r ¼

r2

2ð1þ StÞ : ð36Þ

By using Eq. (34) and Eq. (35) in Eq. (33), the equation for the mass
transfer coefficient is obtained, namely:

kR ¼ r3

2
dhqi

dr
þmrhqi: ð37Þ

with m ¼ St
Stþ1

At the collision radius the boundary condition is perfectly
absorbing with a mean radial velocity vc so that in addition to solu-
tion of Eq. (37) for q(rc), we also have:

rcqðrcÞvc ¼ kR ð38Þ

Using the solutions for q(rc) in Eqs. (37) and (38), q(rc) can be elim-
inated and the equation for k is obtained. To complete the solution,
we need an expression for vc in terms of v2

r for perfect absorption.
We base this on the assumption that the distribution of particle rel-
ative velocities at collision is a half Gaussian, in which case:

vc ¼
ffiffiffiffi
2
p

r
ðv2

r Þ
1=2 ¼ rcffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pð1þ StÞ
p ð39Þ

The solution of Eq. (35) is

qðrÞ ¼ R
r

� �2m

þ k
ð1�mÞR

R
r

� �2m

� R
r

� �2
 !

ð40Þ

Substituting this expression for q(rc) in Eq. (40) gives

kR ¼ r2
cffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

pð1þ StÞ
p R

rc

� �2m

þ k
ðm� 1ÞR

R
rc

� �2

� R
rc

� �2m
 !" #

ð41Þ

and eventually the expression for k is:

k ¼
R rc

R


 �2ð1�mÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
pð1þ StÞ

p
þ ð1�mÞ�1 1� rc

R


 �2ð1�mÞ
� 
 ð42Þ

Figs. 6–8 give the QLH solution for the collision kernel and the con-
centration profiles. The build-up of concentration near to the colli-
sion boundary is well reproduced with this simple model.

4.2.2. Fluid point, St = 0 case
Putting St = 0 in Eq. (41) gives

kR ¼ r2
cffiffiffiffi

p
p
þ 1� rc

R


 �2
� 
 : ð43Þ
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Implying that the collision kernel C is given by

C ¼ 2pkR ¼ 2pr2
cffiffiffiffi

p
p
þ 1� rc

R


 �2
� 
 ð44Þ

so for rc/R� 1

C ¼ 2pr2
c

1þ
ffiffiffiffi
p
p ð45Þ
to be compared with the Saffman and Turner fully mixed value

CST ¼ r2
c

ffiffiffiffi
p
p

ð46Þ

for a cylinder. This difference is reflected in the concentration at
r = rc given by Eq. (40) for St = 0 and rc� R

qðrcÞ ¼
ffiffiffiffi
p
pffiffiffiffiffiffiffiffiffiffiffiffi
pþ 1
p � 0:63909 ð47Þ

whereas for S&T q(rc) = 1. However, we recall that the actual depos-
iting flux is based on the assumption that this is derived from 1/2
the concentration at the collision boundary. So when comparing
agglomeration rates we should compare the value in Eq. (47) with
1/2. Hence the slightly smaller value for the agglomeration kernel
based on the Saffman formula than that based on QLH, more
precisely

CST=CQLH ¼ 0:5=0:63909 ¼ 0:7821:
5. Results and discussion

The range of Stokes number chosen in the computation and
assessment of the model was between 0 and 10 to cover the two
limiting behaviors of small and heavy particles. The results show
that this simple model replicates the important features of turbu-
lent agglomeration due to particle inertia that have been observed
in DNS as well as giving insight into the influence of perfectly
absorbing boundary conditions as opposed to perfectly reflecting.

5.1. Important features of turbulent agglomeration

5.1.1. Relative particle velocity distribution
The particles are injected in the domain with a distribution

whose RMS is scaled down by K given by Eq. (13) for homogeneous
turbulence at equilibrium so that the variance of the distribution
decreases as the Stokes number increases near the injection line
(cf. Fig. 9). Note that we control only the distribution of velocities
of particles injected in the radial direction towards the collision cir-
cle which we have made 1/2 Gaussian. Those particles which are
traveling away from the collision circle at the injection are deter-
mined by their interactions with the random shear and the bound-
ary conditions at the collision circle. At the injection point the
overall distribution is close to Gaussian for all the Stokes number
cases with the mean velocity� particle rms velocity. From
Fig. 10, it is noticeable that the distribution for vh is very different
from the distribution for vr and in particular the case for St = 0.1 re-
veals that it can be very far from Gaussian even for small Stokes
number. The asymmetry suggests a negative skewness.

As far as the distribution for vr is concerned it is symmetric near
the injection line but as particles get closer to the collision
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boundary the particle relative velocity distribution shifts to veloc-
ities directed towards the collision surface (�ve radial velocities)
(cf. Fig. 11) and the variance of the distribution diminishes. Note
from Fig. 12 that the particle velocity distribution at the collision
boundary is significantly different from the half Gaussian assump-
tion made in the evaluation of the agglomeration kernel in the QLH
approximation (and used in other approximations). Fig. 13 gives
the ratio of the RMS of the velocity distribution of particles at
the collision boundary to that of the local carrier flow as a function
of Stokes number. The RMS of the particle velocity is equal to the
RMS of the fluid velocity for St 6 0.1. The curve has got a maximum
around St = 1 and shows the influence of over shoot for St < 1 so
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that the ratio increases with increasing Stokes numbers instead
of decreasing as in the QLH approximation

5.1.2. Preferential concentration/segregation phenomenon
As observed in DNS simulations (Sundaram and Collins, 1997) a

slight build-up of the concentration is observed near the collision
boundary for intermediate Stokes number whereas the concentra-
tion is largely peaking at the injection line and decreases continu-
ously as it approaches the collision boundary for St = 0 and St = 10
(cf. Fig. 14).

Note that a reduction in concentration at the collision boundary
when it was perfectly absorbing was also observed by Reade and
Collins (2000) during their simulation of agglomeration in DNS iso-
tropic turbulence (see Fig. 5 of Reade and Collins 2000). Fig. 15
shows the influence of collision radius on the concentration of tra-
cer (inertialess) particles. The thickness of the concentration
boundary layer increases with increasing rc with a corresponding
drop of the concentration at the collision boundary that decreases.
The smaller the collision radius the smaller the thickness of the
boundary layer, reaching a threshold value at the collision bound-
ary � 0.19 for rc less than 0.1. The range of values of rc/R� 1 im-
plies a dependence of the concentration on the ratio r/rc

independent of R which was found to be the case here. In the case
of the simple gradient diffusion model proposed in Section 5.2 q(r)
varies in fact as (rc/r)2. Note that in all cases considered there is a
relatively sharp change in the concentration near or around the
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particle injection point (r > 0.75). This region is more pronounced
for inertial particles (see Fig. 14). This feature referred to as an ‘en-
trance effect’ is common in sprays. Moving the injection point fur-
ther back will in principle reduce the extent of this region. We shall
have need to refer to this region later on when discuss the various
contributions to the momentum balance and the influence of
absorbing boundary conditions on the collision kernel since this ef-
fect is linked to the contribution from the centrifugal force. The
asymmetry of the tangential velocity distribution observed in
Fig. 10 with a negative skewness reveals that in the shell near
the injection line hv2

h i is greater than hv2
r i. As underlined previously

this is the consequence of the fact that whilst particles are injected
in the domain such as hv2

r i ¼ hv2
h i, there is no control on the parti-

cles traveling away from the collision boundary.

5.1.3. Boundary condition
The decrease in concentration at the collision boundary ob-

served in Fig. 14 is influenced by the fact that the collision bound-
ary has been made perfectly absorbing. This is illustrated more
graphically in Fig. 16 where we compare the concentration profiles
for both perfectly and absorbing boundary conditions for tracer
particles (St = 0) and particles with St = 1. The tracer particles re-
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at the collision boundary.
main perfectly mixed for the perfectly reflecting case, but show a
significant drop in concentration �80% at the collision boundary
for perfect absorption. Both boundary conditions show a build-up
of concentration near the collision boundary for St = 1, though it
is more pronounced for perfectly reflecting conditions. The results
illustrate the potential error in using the S&T assumptions of per-
fect reflection conditions to evaluate the agglomeration kernel
(equivalent to using a factor of 1/2 for the collision boundary
concentration).

Fig. 17 shows the influence of eddy life time T on the concentra-
tion profile and in particular upon the concentration of colliding
particles at the collision boundary. In particular Fig. 17a shows that
the build-up in concentration decreases as the eddy time increases
reaching a limiting profile for the frozen field (T ?1) (the S&T
case). In contrast increasing T has no significant effect on the con-
centration profile for zero Stokes number (Fig. 17b). Similarly
increasing T increases the concentration at the collision boundary
(Fig. 17c) for St � 0.1 but has only a relatively small influence
(<10%) on the concentration at the collision boundary for inertia-
less particles. We compare this with a reduction �20% in the colli-
sion kernel compared with the frozen field case (persistent strain
rates) which is due mostly (if not all) to the lowering of the concen-
tration at the collision boundary. It is interesting to compare these
results for the collision kernel with those of the DNS measure-
ments of Wang et al. (1998a) of the collision kernel in isotropic
homogeneous turbulence and those of the simulations in a ran-
domized linear straining isotropic flow of Brunk et al. (1998). The
objective in either case was to investigate the dependence of the
collision rate upon the boundary condition (whether overlapping
(colliding particles) were removed form the system or allowed to
continue) and to compare the results with the S&T predictions
(appropriate for a frozen field with overlapping particles) using
the measured values of |vr|. In our simulation the S&T result is com-
patible with a uniform concentration (fully mixed flow) arising
from perfect reflection at the collision boundary (see Fig. 16). For
a perfectly absorbing collision boundary, Brunk et al. (1998) per-
formed a detailed simulation of the influence of timescale of the
straining flow on the collision kernel for a range of values of the
normalized persistence time T (in units of the inverse rms strain
rate). For persistent strains (T ?1) the collision kernel ap-
proached a value which is about 95% of CS (the S&T value) and
for T = 1, it was �60% of CS consistent with the values we obtain.
In our simulation, increasing the value of T did not have a marked
increase on the concentration at the collision boundary for the
range of values of 1 < T < 30. This is consistent with Brunk et al.’s
(1998) simulation which showed a similar insensitivity to changes
in T, the collision kernel approaching the long time value only
when T � 103. Wang et al.’s (1998a) data also indicated a reduced
value for the collision kernel compared to CS when the collision
boundary is perfectly absorbing in the case a frozen field
�0.85CS. However, in contrast to our results and that of Brunk
et al. (1998), Wang et al. (1998a) found that in the case of an evolv-
ing field the value of the collision kernel is closer to the S&T value
(�0.9CS). The difference as pointed out by Brunk et al. (1998) is
due to the fact that the concentrations of particles in Wang
et al.’s simulation do not satisfy conditions of a well-mixed suspen-
sion and in the absence of a model for microscale mixing, cannot be
compared with either the results presented here or that of Brunk
et al. (1998).

5.2. Steady state momentum budget

Figs. 18–20 show the contributions to the radial current jr to-
wards the collision boundary situated at rc = 0.1 as given in Eq.
(27) for St = 0.1, 1, 10. We note that for small Stokes numbers
(St = 0.1) the net centrifugal force is practically zero for r < 0.75,
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so that the major contribution in this region comes from the diffu-
sive term hqur and the �ve gradient of the radial kinetic stresses
�d=dhv2

r i (which is notably �ve and linear in r throughout the
whole flow domain). In the region near the collision boundary
where the concentration is rising to a maximum (see Fig. 14), the
contributions from these two fluxes are of the same sign and both
add to the total flux converging towards the same value. Beyond
the maximum concentration, the two fluxes are of opposite sign.
Both behaviors are consistent with the behavior predicted by the
QLH approximation (namely a balance between turbophoretic drift
and gradient diffusion). In the region r > 0.75, (where the concen-
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tration is rising, see Fig. 14), the increasing contribution from the

net centrifugal force hqiSt
v2

h
�v2

r
r

� �
compensates for the reduction

in the diffusive term hquri. However, it noticeable that for +ve con-
centration gradient in this region, the +ve sign of hquri is the oppo-
site of that given by simple gradient diffusion (such features as this
have been observed before in simple straining flows, suggesting a
�ve diffusion coefficient) (Reeks 2005b).

For St � 1, the contribution from the net centrifugal drift force
increases for r > 0.75 but also for r < 0.3 whilst the diffusion term
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has zero contribution in these two regions. This results in reducing
the build-up in concentration at the collision boundary. The turbo-
phoresis presents a linear profile as for the smaller Stokes number.
For very large particles (St = 10) the diffusive term hquri becomes
negligible for all r and the competition occurs between the net cen-
trifugal drift and the turbophoretic drift.

In order to eliminate the spurious effect induced by the injec-
tion, the collision kernel presented in the next section is normal-
ized by the value of the concentration at r = 0.7 for comparison
with S&T predictions.

5.3. Collision kernel

Fig. 21 shows how the simulated collision kernel for inertialess
particles compares with the S&T result in Eq. (27) as the collision
radius is varied. But for the lowest value of rc = 0.05 it is more than
1.5 times the S&T prediction due to the perfectly absorbing colli-
sion boundary and the consequent lowering of the concentration
at the collision boundary compared to its fully mixed value when
the collision boundary is perfectly reflecting. For larger collision ra-
dii the drop in concentration is less important and therefore S&T
becomes acceptable, the drop in concentration at the collision
boundary being proportional to the collision radius.

The collision kernel peaks around St � 0.5 consistent with DNS
results but for very large values of St the collision kernel collapses
to very small values less than the fully mixed perfectly reflecting
value based on S&T values (cf. Fig. 22). We have seen previously
that the segregation effect observed in Fig. 14 plays an important
role in explaining the peaking of the collision kernel versus St in
Fig. 22. However, as Sundaram and Collins (1997) pointed out orig-
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Fig. 21. Ratio of Saffman and Turner prediction over simulated kernel for inertialess
(tracer) particles (St = 0).
inally it is not the only reason for the peak. Indeed in contrast to
the maximum build-up of the concentration at the collision bound-
ary taking place at St = 0.25 (the value of St for the critically
damped oscillations of individual particles), the maximum value
of the collision kernel is reached at St � 0.5. As Sundaram and Col-
lins (1997) have also noted the collision rate depends upon the dis-
tribution of impact velocities as well as the local concentration of
colliding particles, i.e. the dependence of the collision kernel upon
St is reflected in the St dependence of the particle relative velocity
distributions at the collision boundary and in particular upon its
variance. Sundaram and Collins (1997) related the variance of the
relative velocity to the degree of correlation between neighboring
particles as:

v2 ¼ 2v2
pð1� vÞÞ ð48Þ

where v2
p is the variance of the velocities of individual particles in a

fixed frame of reference and v is the covariance coefficient defined
as v ¼ v1 �v2

v2
p

with 0 6 v 6 1 for non-interacting particles. The larger v

the stronger colliding particles are correlated. Thus, the increase in
the variance of the particle relative velocity is related to the de-
crease in correlation of the colliding particles which in turn is
caused by a decrease in the correlation of the colliding particles
with the local fluid surrounding them. However, decorrelation with
the local fluid (which increases the impact velocities) is accompa-
nied with a decrease in the value of v2

p , which would also give rise
to a peaking of the collision kernel. Therefore, both segregation
(Fig. 14) and the particle relative velocity upon impact (Fig. 13)
and their dependence on St contribute to the peaking of the colli-
sion kernel at St = 0.5.

5.4. Validity of the QLH approximation for the prediction of the
turbulent collision kernel

The simulation and the QLH solutions for the collision kernel
agree well for St < 0.5 (cf. Fig. 23). Beyond this range the QLH pre-
dictions are consistently much greater than the simulations values
which show a peaking at St � 0.5 and a gradual reduction beyond
this value. We recall from Fig. 19 that the collision flux near the
collision boundary is dominated by the influence of the net centrif-
ugal force which leads to a reduction of both the concentration and
impact velocities at the collision boundary. In contrast there is a
significant build-up of concentration near the collision boundary
for these values of St based on the QLH approximation (Fig. 8).

5.5. Comments on PDF methods

The PDF approach of Zaichik and Alipchenkov (2003) naturally
lends itself to the analysis of the net flux at the collision boundary
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in terms of a force balance and in particular as the difference be-
tween the gradient of the kinetic stresses and the drag force due
to the turbulence. This in turn means that the flux is composed
of a drift (convective) flux which in this case is proportional to
the gradient of the variance of radial velocity fluctuations and a dif-
fusive flux (arising from the drag force due to the turbulence). The
probabilistic approach due to Chun et al. (2005) also models the
net flux as the sum of a convective flux (Eq. (3)) and a diffusive flux
(Eq. (4)). However, the convective flux is explicitly different in form
involving the compressibility of the particle velocity field (where
the velocity refers to the relative velocity between particle pairs).
In the particular case of the random symmetric straining flow we
have considered, the particle compressibility for St� 1 is given
by �2St _c2 and with respect to the principal axes of the flow
Du ¼ ð _cx1ðhÞ;� _cx2ðhÞÞ where h is the orientation of the principal
axes to a fixed frame of reference. In the simulation h and _c are se-
lected independently at the end of each eddy lifetime, h from a uni-
form distribution and _c from a Gaussian distribution.

vd ¼ 2Sth _c3ihx1ðhÞ;�x2ðhÞiTe þ OðSt2Þ ð49Þ

where Te is the eddy lifetime. The first thing to note is that in trans-
forming the components of vd to a fixed frame of reference means
that because of the rotation, the first term will vanish indepen-
dently of whether h _c3i ¼ 0. In our simulations h _c3i ¼ 0. That is
vd = O(St2). Based on the Chun et al. (2005) approach the RDF (for
zero absorption at the collision boundary) would go as r�a2DSt2

where a2D is a constant. However, our analysis and also that of Zaic-
hik and Alipchenkov (2003) gives r-2St for the RDF from Eq. (40). We
strongly suspect that this marked difference in behavior is due to
the neglect of a convective term in the closure approximation in
Zaichik’s kinetic equation and the neglect of contributions from
third order moments in the derivation of the drift term given in
Chun et al’s. (2005), i.e. the derivation is strictly only exact for
Gaussian distributions of the random variables involved (see Reeks
(2005a) for an improved version of the kinetic equation in inhomo-
geneous turbulence which involves drift as well as gradient diffu-
sion). This of course will form the subject of further investigation.

6. Conclusions and implications

The random symmetric straining model reproduces the com-
plex behavior of inertial particles interacting with turbulent small
scale structures. However, in so doing it is important to recognize
that we have ignored the influence of vorticity on the collision rate.
A straining flow was chosen to begin with because it is more rep-
resentative of the flow encountered by particles with St � 1. Isotro-
pic homogeneous flows ought to contain equal amounts of rotation
and straining. Adding a rigid body rotation will compensate for the
lack of rotation in a straining flow and can be done for both 2D and
3D with spherical symmetry. The influence of vorticity, how it is
correlated with the straining flow will form the basis of a future
study. What is important here is that the observed features are
consistent with what has been identified in DNS as the mecha-
nisms responsible for the observed dependence of the collision
kernel on particle Stokes number (St) peaking with St � 0.5. One
of the two determinant features for the collision kernel is the peak-
ing of concentration near the collision boundary with a maximum
around St � 0.25 corresponding to the value for the critically
damped oscillations of individual particles. Note however that for
St� 1 the RDF in this flow field �r�aSt rather than r�aSt2

because
of the lack of an equal amount of vorticity along the trajectories
of these particles. The second feature causing the particles to
agglomerate is the decorrelation of relative velocity between parti-
cles or the presence of RUM (Random Uncorrelated Motion) in the
flow field which is increasingly important for St larger than a
threshold value (Ijzermans et al., submitted for publication)
St � 1 in this work. For sufficiently large Stokes number, velocities
between two colliding particles are uncorrelated due to the decor-
relation of individual particle velocity from the turbulent flow field
corresponding to RUM � 1.

By analogy to the deposition in turbulent boundary layer, the
increase in collision rate is due to the overshoot of particles which
according to free flight theory, are transported by gradient diffu-
sion to within one stop distance of the collision boundary from
which point they can coast through their inertia to the collision
boundary.

The collision kernel has been compared with the limit for iner-
tialess particles. We obtained a collision kernel much smaller than
the prediction of S&T for inertialess particles and rc = 0.05. This is
due to the fact that S&T assume a fully mixed condition in the flow
domain and here we observed for small particles a significantly
lower value for the concentration at the collision boundary than
its fully mixed value. Particle transport to the collision boundary
is in fact rate-limited by diffusion depending not only upon the tur-
bulent intensity but also upon the choice of the boundary condi-
tions and the turbulent time scale (for most of the cases we
considered _cT ¼ 1).

The boundary conditions chosen at the collision boundary were
perfectly absorbing which means that particles in this model were
removed from the domain after collision in order to reproduce an
agglomeration mechanism with 100% efficiency whilst S&T al-
lowed the particles to stay in the domain after collision, i.e. S&T
used perfectly reflecting boundary conditions. Fig. 16 clearly
showed that considering a perfectly reflecting collision boundary
would have enlarged the build-up of the concentration at the col-
lision boundary for intermediate Stokes number and would give
the fully mixed condition assumed by S&T for small Stokes num-
ber. In contrast, the turbulent time scale was shown to play a sig-
nificant role for inertial particles, the persistency of the flow
reducing the amplitude of the build-up in particle concentration.

The collision kernel calculated from the QLH solution based on a
combination of simple gradient diffusion and turbophoresis with
the assumption of local homogeneity of the turbulence gives reli-
able results for St < 0.5.

By examining the conservation equations for the momentum at
equilibrium we have shown that the build-up of concentration
near the collision boundary (as in deposition in a turbulent bound-
ary layer) can be explained at small Stokes numbers in terms of a
balance between a convective flux towards the collision boundary
due to turbophoresis (proportional to gradient of kinetic stresses
(per unit mass)) and turbulent diffusion, For sufficiently large par-
ticles, the turbulent diffusion flux becomes negligible and the bal-
ance is between the centrifugal drift and the turbophoresis terms.
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In the region r > 0.75, a sharp rise in the concentration was ob-
served for all Stokes number. This entrance effect observed in
sprays is linked to the increasing contribution from the net centrif-
ugal force which compensates for the reduction in the diffusive
term hquri. The positive sign of hquri for a positive gradient of con-
centration suggests a negative diffusion coefficient, such features
having been observed in analytic solutions of particle dispersion
in simple straining flows (Reeks, 2005b).

The form of the velocity distribution calculated at the collision
boundary which is clearly not half Gaussian as often assumed in
PDF approach can be directly used to obtain the explicit solution
of the PDF equation given by Eq. (1).

The results presented in this work are strictly appropriate for
the concentration scaling on rc/R� 1 (i.e. the concentration is
influenced only by the flow close to the collision boundary) In fact
for small Stokes numbers, the concentration profile near the colli-
sion boundary only depends on the ratio rc/R independent of R as
suggested by Fig. 15. However, for sufficiently large St it is influ-
enced by the whole straining region from rc to R. In order to com-
pare the results to DNS results in the literature the symmetric
straining flow field should be therefore extended from 2-dimen-
sions to 3. We also need to simulate the entire structure function
hDu2ðrÞi and at the same time satisfy continuity of flow for each
realization of the flow (to avoid spurious drift) These are problems
common to simulating deposition in turbulent boundary layers
other than by DNS. We should finally note that the simulation is
for particles of the same size. Simulations for the collision of differ-
ent size particles should take account of the motion of their centre
of mass (see Chun et al., 2005).
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